CS112 Lecture Notes

September 12, 2006

· Agenda

· HW1, part 1

· Sequent Calculus

· First Order Logic

· HW1

· Questions?

· Part 2 of this homework will be available soon

· Sequent calculus & FOL

· Due a week from Friday (9/22/06)

· Sequent Calculus

· Why is sequent calculus worth talking about?

· Tool for studying ND

· Makes clear the symmetries of logic (introduction vs. elimination rules)

· It’ll be on the next homework

· Review from last time

· There are 3 kinds of rules: axioms, logical, and structural

· Structural rules work on the structure of the sequents

· They don’t affect the formulas

· Logical rules work on the formulas and correspond with ND rules

· Rules on the right are introduction rules

· Rules on the left are elimination rules

· Sequents on the left are conjunctions, sequents on the right are disjunctions

· Sample Derivation – Prove the Law of Excluded Middle
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· Identity – We can always say [image: image2.bmp]
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· Just like identity/reiteration

· ~R – If you have something on the left, you can say its opposite on the right
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· Negation Introduction

· If we know delta from gamma and A, then from gamma alone, we should still be able to get delta or ~A must hold (If we can’t get delta, then the A on the left must have been necessary, so it must be false now because we can’t get delta)

· vR2 – You can create any disjuction on the right.  This version puts the new disjunct to the right or the original.
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· Disjunction Introduction

· PR – Permutation on the right.  This is a structural rule that lets us rearrange the order of things on the right side.
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· Why do we need to do this?

· Structural rules are there to make it explicit that we’re purely working on syntax.  We know that AvB and BvA are the same sentence, but that’s only because we know what we want ‘v’ to mean.

· vR1 – This time we’re adding a new disjunct to the left or the original
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· Why do we need to do this?

· Ultimately, we want to prove [image: image8.bmp], but we’re stuck with an extra A in the proof right now.  We need to get rid of it, which takes us to the last step.

· CR – Contraction on the right.  If you have two of the same sentence on the right side, you can get rid of one of them
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· Comparing ND to LK

· We’ve already seen how some of the logical rules correspond to ND

· A few more examples
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· This should be like Conditional Elimination, but it doesn’t really look like it…

· Looking more closely, recall that the right side of the turnstyle is made of disjunctions and the left side is made of conjunctions

· The first sentence basically says, “We’re not sure if A is true, but it might be.”

· The second sentence says, “B is definitely true.”

· The conclusion says, “Well, if A was true, B would (still) be true.”  We’re not really adding anything new by asserting the conditional

· Why does this look funny?

· While it is true that left-rules correspond to eliminations, they all look a little strange because they’re sort of upside down.  This is most obvious with the and-L rules.
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· This should be like Conditional Introduction

· We know that from gamma and A we can get either B or delta

· Then, we can conclude that from gamma we can get A(B because we know that if A is true, we can get B

· You should be able to convert any LK proof to ND and vice versa (though the translation might be tricky)

· One reason for this is that LK to ND is not a 1-1 translation

· Example: 2 LK proofs might have the same ND proof

· We do know that for a given ND proof, there is always at least one LK proof that corresponds to it

· That’s enough of that for today; we may do some more examples on Friday.

· Introduction to First Order Logic

· How is FOL different from PL?

· Predicates instead of propositions

· Constants and variables

· Quantifiers

· Translations (Part 1)

· We didn’t do any translation in PL because everything ends up being a proposition.  FOL translations are much more interesting!

· Symbolization Key

· To do translations into FOL, we need a key that tells us what symbols will stand for what things

· The Universe of Discourse – What things live in the world?  A UD can consist of anything you want, but you’ll see that it sometimes helps to narrow your focus.

· Predicates – What can we say about the things in the UD?

· Individual Constants – Specific names of objects from the UD

· Functions

· Very Easy Example

· UD: Everything

Dx: x is a dog

Bxy: x is bigger than y

Yx: x is yellow

h: Homer

t: Taffy

· Homer is a yellow dog.  Yh ^ Dh

· Notice that if we had made it so that the UD only consists of dogs, then we would only have to symbolize ‘Yh’.

· Homer and Taffy are both dogs, but Homer is bigger than Taffy.  (Dh ^ Dt) ^ Bht

· Quantifiers

· There are two kinds of quantifiers in FOL

· ( -- Universal Quantifier, translates as “For all…”

· ( -- Existential Quantifier, translates as “There exists…”

· Quantifiers bind variables

· Example: (x(Dx ( Yx)

· For all x, if x is a dog, then x is yellow.  All dogs are yellow.

· The variable must be from the UD

· Imagine the UD as a big bag of stuff.  The universal quantifier says, “No matter what you choose out of the bag for x…”

· Example: (x(Dx ^ Yx)

· There is a dog and it is yellow.  Some dogs are yellow.

· In this case, we say that there must be at least one thing in the bag we can pick that makes this sentence true

· Translations (Part 2)

· UD: Positive Integers

We’ll define the rest of the key as we go.

· (1) No primes are odd.

· Px: x is prime, Ox: x is odd

· (x(Px ( ~Ox) or ~(x(Px & Ox)

· (2) 1 is less than every integer.

· a:1, Lxy: x is less than y

· (xLax

· (3) 1 is less than every other integer.

· Ixy: x is identical to y

· (x(~Iax ( Lax)

· (4) For every integer, there is a greater integer.

· (x(yLxy

· Notice that the order of the quantifiers is very important!

· (5) There is an integer that is greater than every integer.

· (x(yLxy

· (6) If the product of two integers is even, then at least one of them is even.

· Pxyz: x is the product of y and z, Ex: x is even

· (x(y(z((Pxyz ^ Ex) ( (Ey v Ez)

· Translations Rules and Pointers

· Scope

· In order for a sentence in FOL to be well-formed (called a ‘wff’), there cannot be any unbound variables.

· All variables must fall within the scope of a quantifier.

· The scope includes the quantifier itself (the ‘x’ in ‘(x’ is bound) and the formula that immediately follows the quantifier.

· Use parentheses to extend the scope of a quantifier

· Types of Sentences

· There are 2 kinds of sentences that should never appear in your translations

· ( over a ^:  A universal quantifier with a conjunction in its direct scope is almost never right because it probably says too much.

· (x(Dx ^ Yx) says “Everything is a yellow dog.”

· ( over a (: An existential quantifier with a conditional in its direct scope is (almost) never right because it doesn’t really say anything.

· (x(Dx ( Yx) says “There is something such that if it is a dog, then it is yellow.”  This might sound like you’re on the right track, but it doesn’t really say what was probably intended (All dogs are yellow.)  A statement like this one can be vacuously true, meaning it can hold even if there aren’t any dogs in the UD.

· Complex Translations

· When faced with a tough translation, try breaking it down into smaller parts.

· What is the main operator in the sentence?

· Keep rewriting the translation when you add a quantifier or figure out a main operator until it is obvious how to fill in the pieces

· Example

· “Pit Bulls are dangerous, but Labradors are not.”

· Conjunction

· Both pit bulls are dangerous and Labradors are not dangerous.

· Both no matter what x I choose, if x is a pit bull then x is dangerous and no matter what y I choose, if y is a Labrador then it is not the case that y is dangerous.

· Note that it would have been perfectly legal to use x as the only variable in this sentence because the second time it is used (for Labradors) it is not within the same scope as the first quantifier.  But it’s a good practice to use different variables even if you don’t have to

· ((x)(Px ( Dx) & ((y)(Ly ( ~Dy)

· Coming up…

· On Friday, we will do some FOL ND and semantics

· This afternoon, slides will be posted on FOL along with these lecture notes

· The problem set should be available by Thursday morning.
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