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Abstract
Probabilistic modeling is a dominant approach for

both supervised and unsupervised learning in NLP.
One constant challenge for models with latent vari-
ables is determining the appropriate model complex-
ity, i.e. the question of “how many clusters.” While
cross-validation can be used to select between a lim-
ited number of options, it cannot be feasibly applied
in the context of larger hierarchical models where
we must balance complexity in many parts of the
model at the same time. Nonparametric “infinite”
priors such as the Dirichlet process are tools from
the Bayesian statistics literature which present an el-
egant solution to this problem and have seen increas-
ing use in recent NLP work. Models based on the
Dirichlet process have an infinite number of clusters
and rely on the prior to penalize their use, thus al-
lowing the complexity of the model to adapt to the
data.

In explaining how to do inference in these new
models, we try to dispel two myths: first, that
Bayesian methods are too slow and cumbersome,
and, second, that Bayesian techniques require a
whole new set of algorithmic ideas. We depart
from the traditional sampling methodology which
has dominated past expositions and focus on vari-
ational inference, an efficient technique which is
a natural extension of EM. This approach allows
us to tackle structured models such as HMMs and
PCFGs with the benefits of Bayesian nonparamet-
rics while maintaining much of the existing EM ma-
chinery so familiar to this community. We provide
intuition about the Dirichlet process, variational in-
ference, and their interaction at several different lev-

els. In addition to our foundational presentation, we
discuss concrete implementation issues, and demon-
strate the empirical properties of these methods on
several different models.
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